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1 Basic Properties of a Laser

1.1 Elements of a Laser

A laser consists mainly of the following three elements (see Figure 1) :
1. Laser medium: collection of atoms, molecules, ions or a semiconductor
crystal:
e gas laser
e solid state lasers
e semiconductor lasers
e fiber laser

2. Pumping process to excite the atoms (molecules) into higher quantum
mechanical energy levels.

3. Suitable optical feedback elements

e as a laser amplifier (one pass of the beam)

e as a laser oscillator (bounce back and forth of the laser beam)

1. Population inversion (see Figure 19)

2. Amplification of light (electromagnetic radiation) within a certain nar-
row band of frequencies. The amplification depends on the population
inversion.

3. Oscillation: There must be more gain than loss of the beam. Reasons
of loss are:
e loss by medium
e not accurate construction of the mirrors

e output
4. Eigenmodes of a laser (e.g. Gauss modes , see Figure 3 ).

e deformation of the crystal
e gain, lenses

e different refraction index
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Figure 1: Basic Properties of a Laser

1.2 Atomic Energy Levels, Spontaneous Emission and
Stimulated Transition

Light of a certain wavelength is emitted if a transition between two energy
levels Fy — FE; takes place
“ jump of electrons

Formula 1. The frequency of the emitted light is
By - E

Wo1 = 7 )
where

h= ﬁ h=6.626 - 1073*Js  Planck’s constant.

o’

Notation for wavelength: 1um = 10000 A
Due to this formula, the energy levels can be described by

° % in em ™! where ) is the wavelength of the corresponding wave and

e by a value with unit eV.
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Figure 2: Population inversion
Transition from E, — F; takes place
only with a little additional energy:
e spontaneous emission: energy from small movements of the atoms
e stimulated emission: energy from absorption

Let N; be the number of atoms with energy level E;.

Within a short period of time a certain percentage of atoms make a
transition to a lower level.

This can be described by the following ODE:

dN2 N2
_“ = —~vNo = ——=
dt spon T2 T ’

where

e v is called energy-decay rate and

o T = % is called lifetime.
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Figure 3: Hermite-Gaussian Modes

The solution of this ODE is:
Ny (t) = Ny(0)e =

If an external radiation signal is applied to the atom, then stimulated
transitions occur: “ atom reacts like an antenna .
Let n(t) be the photon density of the radiation.
Then, there is a constant K such that (see Figure) 4

dN:.
—2 = Kn(t)Ni(t), (absorption)
dt stim.upward
dN:
—2 = —Kn(t)No(t) (stimulated emission).
dt |stim.downward
This implies:
d N, d Ny
dt ltotal N Kn(t) (Nl (t) B N2(t)) B '721N2(t) - dt total.

The total rate of signal stimulated transition between two energy levels
is:
Kn(t) - (Ni(t) — Na(t)).
The energy transfer of stimulated transition by a signal is

au,
dt

= Kn(t)(Ni(t) — Na(t)) - hw,
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Figure 4: Stimulated transition

where U, is the energy density.
The energy transfer changes the photon density of the signal by:

dn(t)
dt

= —K(Ni(t) — No(t)) - n(t). (2)

e Absorption (attenuation):  Ni(t) > Na(t)
e Population inversion: Ni(t) < Na(t)

— net amplification of a signal

1.3 Pumping Process and Population Inversion

Population inversion means that
Ni < Ny

where N; is the number of atoms with energy level FE;, such that Fy >
E;. In equilibrium there is no population inversion. The reason for this is
Boltzmann’s Principle of equilibrium:



Theorem 1 (Boltzmann’s Principle). In case of equilibrium the populations
Ny and Ny depend on the temperature:

Na _ BB
N, exp T )

This implies
Nl - N2 = Nl (1 - e‘hﬁ) .

To obtain population inversion, a pumping process is needed, which de-
stroys the state of equilibrium. Figure 5 shows a model of three level pumping

process.
Let

e R,y be the pumping rate (atoms/sec),
e 1), the pumping efficiency such that R, = 7,2, and
e 7, the decay rate from level E; to E;.

The following formulas describe the pumping process (without stimulated
transitions):

d N,

— = R, - -
dt p — Y211V2
dN;

— Ny — N
dt Y214V2 — Y104V1

If dﬁi = 0, then we get

Ny > N; (population inversion) < 79 < 791

1.4 Example of Scalar Rate Equations

Let us consider a four level pumping process according [7].

Let us abbreviate
92N,

g1

N:NQ—
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Figure 5: Three-level laser pumping process

then, the scalar rate equations are

N N + N, -1
ON o Nnoe— NFNwly=1 | R,(Niy — N) (3)
015 Tf

on n

The unknowns of these equations are

g2N1

e N: population inversion N = Ny — -

e n: photon density
Parameters for Ruby are (see [7] section 2.2):

® (1, g>: degeneracy factors for quantum energy levels of Ruby:

— g(N) =4
— g(N2(R1)) = 2, where R; is the green band with wavelength
6943 A
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Figure 6: Four-level laser pumping process

— g(N2(Ry)) = 2, where Ry is the blue band with wavelength 6929 A

o: stimulated emission cross section o9 = 2.5 - 10~Y¢cm?

Niot: 1.58 - 10%i0ns/cm? is the maximal population inversion.

R,0: pumping rate atoms/sec

np: Quantum efficiency 0.7

e 7 3ms (see page 15 in [7]) for Ry line.

S is a small value needed for the start up of a laser.

T.: decay rate of photons.

1.5 Laser Amplification and Oscillation Condition
Let us assume that the optical wave can be modeled by

E(z,t) = exp(jwt)E(2)

10



E(z) = exp(—jkz + amz) = exp(—jkz)u(z)

u(z) = exp(apmz).

This implies that

E(z,t) = exp(jwt) - exp(—jkz + ap2)

Thus, a constant phase shift is obtained at wt = kz.
Since t = z/c in vacuum, we get

L —

w
C

(By k* = pew? in Section 3, we obtain ¢ = \/% in vacuum.)
Now, let us model the optical wave by
E(zt) = exp(jwt)E(z)
E(2) exp(—jwz/c+ apmz) = exp(—jwz/c)u(z)
u(z) = exp(anz).

An increase of the photons leads to a gain of the optical wave:
|E(2)|* = | Eo|” exp(+2am2)

for the intensity of the optical wave, which is proportional to the photon
density. Let r; be the reflection coefficient at the mirrors M;,i =1, 2.
Let L,, be the length of the amplification medium.
Let L be the length of the laser medium.
Figure 7 shows one round trip of the optical wave.
Then, the minimal amplification by one round trip is:

exp(4a, L)
and the round trip phase shift is:
exp(—2jwL/c)

Then, we get
179 exp (20, Ly, — j2wL/c) = 1.

11



This implies
1

1

1

)

RS

The energy density of the electrical field is (see [2]):

bl
2
Thus, by (1), we obtain
€
B

n(z) = —

€
T - %|E0|2 exp(+2a;,2)

Since z = ct, we obtain
n(t) = ﬁ|E|2 = ﬁ\Eo|2exp(+2ozmct).

By (2), we get
K(NQ—N:[) ZQQmC (5)
Consequences:

2wL/c € 27Z = only certain frequencies!

LD

1
|rira| exp(2am L) =1 = Ny — Ny > L ( — | =
2 Numerical Discretization of a Scalar Rate

K 2Ly,

1 )

This is the threshold inversion population (density).

Equation

Consider the equations (3) and (4) according section 1.4

N N + Nigt(y — 1
oN = —yNnoc — + Mooty = 1) + R,(Niot — N)
ot Tf

%—TZ = Nnac—%+5

The initial values are

To discretize the unknowns

12
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Figure 7: Round trip in laser resonator

e N: population inversion N = Ny — Nj.
e n: photon density

let us use an explicit / implicit Euler discretization with
meshsize 7.

Let
e N, be the approximation of N(7s) and
e 1 be the approximation of n(7s) .
We need a discretization which guarantees that
ne>0 and N, >0
independent of s € N. Let us assume that n, > 0 and N, > 0 for a fixed s.

e Formula for Nyiq: The factor 1/7+~y*ns*xoxc+1/7+ R, is positive.
Therefore we apply a pure implicit method:

Nsy1 = (Ns/T=Niopx(v=1) /Ts+Rp*Niot) [ (1) THy*ngxoxc+1/7p4+R,));

e Formula for ngq:

13



— If coNgs — 1/7. > 0, then we apply an explicit method:
Ngr1 =ng + 7% (ng(coNy — 1/7.) + 5)

— If coNg — 1/7. <0, then we apply an implicit method:
nsy1 = (ns/7+5)/(1/7 — coNs + 1/7.)

This discretization guarantees that ngy; > 0 and Ngy; > 0. By induction we
get ng > 0 and Ny > 0 for every s € N.
Figure 8 depicts a numerical result.

n(t) photon density N(t) population inversion

SSSSS

sssss

| | e

Figure 8: Numerical result

The peak of the photon density after switching on the laser resonator
leads to the construction of pulsed lasers.

3 Maxwell’s Equations and Helmholtz’s Equa-
tion
The physical variables of Maxwell’s equations are the 3D-vectors (see [?]):
= electric field intensity (volts / meter)
electric field density (coulombs / meter?)

magnetic field intensity (amperes / meter)

= magnetic field density (webers / meter?)

i o]l ml el =

= electric current density (amperes / meter?)

14



the scalar value

P
and the material parameter

/J/ prng
il 8B
V x JEE — %
VxH = %—? +J
V-D = p
V-B =0
7 )
V-J = —a—f
and constitutive relations:
D =¢E,

By the assumptions:

e 4 is roughly constant.

e p=10
e J=0
we get
— 8”
VX€ 8-%
D
V-D =0
V-B =0
D = eF
B = uH

Since p is constant,

VXxVxE

B

electric charge density (coulombs / meter?)

permittivity (farads/meter)
permeability (henry/meter)

Faraday’s law
Maxwell-Ampere law
Gauss’s law

Gauss’s law - magnetic
equation of continuity

-

:,uﬁ, J=0oE

Faraday’s law
Maxwell-Ampere law
Gauss’s law

Gauss’s law - magnetic

we get from Maxwell’s equations:

0 o
oD -
(WJ).

9
Mot

15



Thus, we get
E=—p— (&) — u=—J.
V X V x “at2(€> pd

Now, by J = 0, we get the vector Helmholtz equation:

VXVXE:—ugié(eE).

Let us assume the € is constant. Then, we get
eV-E=V-D=p=0.

This implies

—

V(V-E)=0. (6)
But, € is not constant! Therefore, we assume (6).
Then, we get
VxVXxE=V(V-E)—AE=—-AE

Furthermore, we assume that
€ is constant with respect to time.
Now, the vector-Helmholtz equation

VXVXEz—u—(eE).

and the assumption (6) imply

Assumption (6) is satisfied for the TE-wave (transversal electric wave):

—

E(zaya Z) - E(x>y7z)6:c - E(y7x72)ey

For this wave, we get the scalar Helmholtz equation:

2

—AFE = —ue% (E). (7)

16



Let us assume that F is time periodic. This means:
E(z,y,z,t) = exp(iwt) E(z, y, 2).

Inserting in the scalar Helmholtz equation, leads to

—~AFE —K*E =0,

where k? = pew?.
This is the Helmholtz equation for time periodic solutions.

4 Beam Propagation

4.1 Paraxial Approximation

The paraxial approximation is an approximation of the scalar Helmholtz
equation.

(D -+ K)E(z,y,2) = 0.
Let kg be an average value of k. Inserting the ansatz
E= e (z,y,2)
in the scalar Helmholtz equation leads to

—AT + 2¢k088—\lf + (k2 — K*)U = 0.
z

In the case that k = kj is constant, we obtain

AV + Qikoa—m =0.
0z

In the paraxial approximation, we neglect the term %27‘%’. This leads to:

[ AR} L o0v
—w - a—yz + 22]{3% = 0

17



4.2 Gauss Mode Analysis
4.2.1 The Lowest Order Gauss-Mode
To solve the paraxial approximation, let us make the ansatz
2 2
\I](;Ij‘, Y, Z) = A(Z) exp (_Zk%) )

where A(z) and ¢(z) are unknown functions.
This leads to:

8_\11
ox

)
227\5 = A(z)exp (—ikx;q—i_;f) <_k2q2$—(22))
2 1
+A(2) exp <_ik 2q(z ) <_ka)

ovr ? + y?
5 = A'(z) exp <—zk 2402)
+A(z)exp | —ik Sy (—ik(z® + 2))(—1)L
P 2q(z) Y 2¢2"
Thus, we get
PV 9PV L ov
0 = —W—ﬁ—yz‘l'Qlk‘g
x2+y2>
= A(z)exp | —tk
e (i

1 1 1 A
. 2 2 2\ 1.2 ) 2 7 .
<k: q2(x +y7) k—qu(x +y)+2zk:q+22kA)
2

k 2 2 ! . 1 A/
0 = —(= +y)(1—q)+2zk‘<§+z).

q
This equation leads to the ODE’s
dq 0A 1
— =1 d —=-4--.
0z a 0z q

The unique solutions of these equations are

18



e ¢(z) = qo + 2, where ¢ and 2 are constants.
— A, 40
[} A(Z) = Aoq(z).

Thus, lowest order Gauss mode is

E(x,y,z) = e_ikzllf(x,y,z)

2,2
90 . 7ty
= A e kl—2——"—
TR ( ( 7 2(a +z>))
Let us normalize the amplitude of this mode by gyAy = 1. Then,
1 2 2
exp <—ik <z + u))
Qo+ 2 2(qo + 2)

Now, let us study the spot size, bream waist and the energy of the lowest
order Gauss mode.

E(z,y,2)

Definition 1. The spot size is defined by the radius r such that

6_1 — ‘E(Z7T)‘
|E(z,0)]
Write
1 1 1 A

qo+ 2z - q(z)  R(z) B Zmu(,z)

where R(z) and w(z) are real valued functions. This means

L _ (R . 1 . Im(go)
otz (Re(qo) + )Im(q0)2 + (Re(go) +2)2 'Tm(q)? + (Re(qo) + 2)?
and
L (Re() +2) 1
R(z) Im(go)? + (Re(qo) + 2)*
Im(go)* + (Re(qo) + 2)*
R(Z) Re(qo) +z
= (Relan) +9) (14 ) ©
v = M)+ (Rela) + )
T Im(qo)

19



—Re(qo)

Figure 9: Beam waist of a Gaussian beam.

Phase shift: exp (—ik‘ (z + ﬁ;?g)z))

By this analysis of the Gaussian beam, we get:

e Phase shift: The phase shift of the beam E(x,y, z) behaves like

exp (—ik <z + I;Rj:zy;))

e Spot size: The spot size is w(z).

e Figure 9 shows the beam waist w(z).

Now, let us analyze the energy of the beam at every slice z =constant.
To this end, observe that

7T|Im(q0)| |’UJ(Z)|

+z2|* =
|0 + 2| \

[e'e) 27
] |exp(—b(x* +32)) |2 d(xy) = / / exp(—2br?)r dpdr
R o Jo
1 o)
= 27?_—46 exp(—2b7‘2)‘0

T
2b



A 2
/ |Eld(zy) = odo /
R2 qo + 2

_ AoQo 2/
qo + 2
2

=
¥

R2

Aot "7 T 2]

= —— W2
Qo+ 2| 2k

| Aogol? E£|w
M| (2)] 2 Mk

|AOQO|2 m?

|Im(q0)| 222k
This shows that the energy

/ |E|2d ‘A0q0|2 ™ 7T2
= Tm(g)] 2 N2k

is independent of z.

4.2.2 Gauss Mode in an Aperture

There exists several types of resonators (see Figure 11). Here, let us study
a one way resonator. Other resonators can be transformed to a one way
resonator.
This means that a beam travels from left to right and that the beam at
the right points z = L travels directly to the first point z = 0.
Let Q = Qy x [0, L] be a res-
onator geometry.
Let us assume that there are
n apertures in the res-
onator.
The start points of these
apertures are

[ free spade free spade free spade free spade

20 21 Z3 Z5 27
29 24 26
tart 1 i 1 i
0= 20 < 2 < 29 < < 2, = L. star ense mirror ense mirror

Let us shift the orlgln of the Gauss-modes in the resonator to these points
such that

B9 = Ay e (< (G- 20+ o))

21




two mirror resonator /

three mirror resonator

theoretical one way resonator

Figure 10: Types of resonators.

where A; := A;q;.
Then, E;(z,y, z) is the approximation of the electrical field in the subdo-
main
Qo % Jzic, &) iz # 2

Qg X [Zi—la Zz] if Zi—1 = %4
The change of the Gauss-mode is described by ABCD matrices
At B
u-(42)
Then, the beam parameter ¢; changes as follows
Ag;_1 + B
D= = —- Mz i—1]-
q Cigy 1 + D [qi1]

Lemma 1.

M; [Mz [%—1]] = (Mi+1Mi) [%‘—1]

22



This lemma can be proved by a direct calculation.
Another way to prove this lemma is to use that ABCD matrices describe
the behavior of rays. To this end, one has to apply the mapping

Then, the above lemma follows by the formula of matrix multiplication.

23



4.2.3 Ray Optics and ABCD Matrix

Originally, ABCD matrices were used to describe
optical apertures.
An optical ray can be described by

e the radius r(z) and
e the slope 77(z).
The change of an optical ray is described by
(2)-(2)(
Tt C D i

Example 1 (Ray-matrix of free space).

T out o 1 nLO Tin
T,out B 0 1 Tgn

Here, observe that the refraction index is ng = ¢

the behavior of rays in

)
)

, where v is the velocity

of the optical wave in the medium and c is the velocity in vacuum.

- Tout

T'in /

L

o

Figure 11: Ray in free space.

24



4.2.4 ABCD Matrix of free space

By
EZ'(SL’, Yy, Z) = Ei—l(xa Y, Z))
we obtain
1 . 2’ +y°

At e P (‘Zk <(z IR EacE zm))

- 1 . v’ +y’

N Ai_l(]z’—1 +(z—2zi-1) P <_2k <(z ~E) 2(qi-1 + (2 — Zz—l))))

J

¢+ (z—2)=qi1+ (2 — zi-1)
and A; exp(—ik(z — z)) = A1 exp(—ik(z — zi_1))
Y
¢ = qi1 + (2 — 2zi1)
and A; = A;_1exp(ik(—(2z — 2zi-1)))

This shows

Formula 2 (ABCD matrix of free space).

A B . 1 Zi — Zi—1
C D) \0 1

A = A1 exp(ik(—(2zi — zi—1)))

and

25
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Figure 12: Phase shift of a lense.

4.2.5 ABCD Matrix of a lense

In ray optics the ABCD matrix of a lense of calculated by Snellius law:
n; sin ©; = n; sin Oy,

where the angles ©; and O, are defined by the following figure:

<

O;

O

26



Let us shift the lense such that z;_; = z; = 0. The lense leads to a phase
shift

exp(—i2mp(r))
where r = /22 4 y? such that
Ei(x> Y, Z) = Ei—l(zv Y, Z)) eXp(_Z27TS0( V 1'2 + y2)) (11)
Let us first calculate this phase shift. By Figure 12, we see that
ss+1r° = R;
st+r* = RI.

Observe the R; + Ry — d is the distance of the to focus points of the lense.
Let us compose the beam by several rays. Then, the length of the way of
the ray through the media n; is:

(Rl—l-RQ—d)—Sl + (Rl—l-RQ—d)—SQ
= 2(R1—|—R2—d)—81—82

and the length of the way of the ray through the media ny is:

R1+R2—d - (2(R1—|—R2—d)—81—82)
= —(R1+R2—d)+81+82.

To calculate, the phase shift we have to divide by the wavelength A\; and
g, Tespectively:

where () is a constant term independent of r. Thus, the principal part of the
phase shift is contained in

1 /A
(81 + 82))\—1 ()\_: — 1)

27



1 1 1 1 /M
= Ro—=r*l—=—+—)]|—([=-1
<R1+ bl (Rl * Rg)) A\ <>\2
This shows that the principal part of the phase shift is
1721
2 f N
A1 1 1
h L = (=1 (=+=].
where % (A2 )(R1+R2)

Furthermore, we define k to be

o(r)

Thus, the ansatz (12) leads to

A; L exp (—z’k (z—l— L)) |
g+ 2 2qi+2))) "
1 " r?
— Ai_liqi_l s exp (—z (z + 72(%_1 n z)))
) 1721
. exXp (-27TZ (—57)\—1)) ‘z=0

28



_%Qi—l +1
1
and .A, = Ai—l 1
-1
f
This shows

Formula 3 (ABCD matrix of a lense).

A B 1 0 1
= and Aj=Ai1——
(C D) <_% 1) 11—%%‘—1

Observe that this formula preserves energy, since

Al AL
[Im(g;)|  [Im(gi—1)]

(Show this by a calculation as a homework.)

' '
R e R T

Figure 13: Phase shift of a mirror.
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4.2.6 ABCD Matrix of a Mirror

Let us shift the mirror such that z;,_; = z; = 0. The mirror leads to a phase
shift

exp(—ik(2s(r)))
where r = /22 4 y? such that
Ei 1(x,y,2) = Ei(x,y, z) exp(+ik(2s(r)) /\) (12)

Here we assume that the wave propagates before and after the mirror in the
+z direction.
Let us first calculate this phase shift. By Figure 13, we see that

Thus, we get

This implies
¢ +0

—Gic15 +1
Formula 4 (ABCD Matrix of a mirror).

(ep)-(57)

4.2.7 Other ABCD Matrices

q; =

The last two sections showed how to calculate the ABCD matrix of a lense
and of free space. Similar calculations lead to the ABCD matrices of other
apertures (see [1]). Here, additionally, let us mention the ABCD matrix of a
“Gausian Duct”:

Formula 5 (ABCD Matrix of a Duct).
Let k = wy/men(z), where n(x) = ng — tnsa®. Then

< A B ) _ < N cos(yz)  (ngy)”'sin(yz) ) ’

C D) noy) sin(yz) cos(yz)

where v = ny/ng.
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4.2.8 Ray (or Beam) Matrix of the Resonator

The last sections showed how to calculate the ABCD matrix of a lense, mirror
and free space.

Using the ABCD matrix M; of each aperture on can calculate the ABCD
matrix of the whole resonator by (see Lemma 1)

- A B

(2

Lemma 2.

A B
det(c D):det(M)zl

Proof. Observe that for every aperture the corresponding ABCD matrix M;
satisfies det(M;) = 1. O

Let rg be a start vector. Consider
re = M°rg
The eigenvalues of M are

Aap :=mVm? —1, where m = 442,

Observe that A\, = 1.
Let qq4, g» be the eigenvectors of M. Decompose

7o = CaGa 1 CbQp-

Such a decomposition is possible, if g, # q,. This is the case of m # 1.
Then,
rs = Ca)‘ZQa + Cb)‘gqb-

e Stable Laser: —1 < |m| < 1. Then,

10

_ _i©On —iOn
rs =¢€ Ca4a +e CoQ,

. +;
where A\, == cos© T isin® = e 19,
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Rl R2

Figure 14: Example of a two mirror resonator.

e Unstable Laser: |m| > 1. Then,
rs = M°coqq + M crap,

where M = \,, %:)\b,]\/[:m—l—\/mQ—l.

Example 2 (Two Mirrors). Let us assume ng = 0. Consider the resonator in

Figure 14 with two mirrors and free space. The corresponding ABCD matrix
fO’F Rl = R2 = R is:

=GO -00F i)

Let us abbreviate m = 252 and o = 2. Then,

1
m=1-2a+ -a’
2
Thus the resonator is stable (|M| < 1) if and only if 0 < o < 4. This means

2R > L.
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Figure 15: Gaussian duct.

4.2.9 Exact Solution in a Gaussian “Duct”

The refraction index of a Gaussian duct is (see Figure 15):

1
k = ko(l — 57127’2)

The paraxial approximation and neglecting the small high order term in%’rz

leads to 9u
Dy W = 2ikig— = konar®¥ = 0

An exact solution of this equation is:

2 2 )\
U(z,y,z) =exp <_x -|-2y +i—z)

where w? = 21%0\1/E and \ = k%

4.2.10 The Guoy Phase Shift

Let us define the Guoy phase shift ¢(z) by:
ilg(2)|

m = exp(11)(2)).
This implies ,
tan(z) = %

Thus, 1(z) = 0 at the waist of the Gaussian beam.
Then, one can show
1 g exp(i(y(2) — o))
wo q(2) w(z)
where 1y = 1(0) and ¢y = ¢(0).

Y
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4.2.11 High Order Modes

Let us the notation in [3]:
In this book the spot size at the waist z = 0 is:

wh(z) = wd <1+ (WA—Sg)j

A (Re(go) + 2)2) ’
@ Re(g0)=0

(Im(qo) - Im(qo)

=

g

A
S = ;Im(q())

and

Im(go)” )2

R(Z) = (RG(QQ) + Z) (1 + W

Hermite-Gaussian Modes
By this notation, we get the Hermite-Gaussian Modes:

oo = 2, (35) m, (v32)
w w w
1 vk
_’ J— J— 2 RS RS
exp( i(fkz —®)—r (w2+2R))
where

Az
P = 1 e
(m,n, z) (m+mn+1)tan <7ng>

Hy(z) =1, Hy(z) ==,

The set of these functions forms a basis.
Laguerre-Gaussian Modes
The absolute value of the Laguerre-Gaussian Mode ¥, , is:

l
U] = B (x@i) Lﬁ,(

Wp

2 2
2— | eb cos(l
w%) e“d cos(lop)

34



where 7, ¢ are the angle coordinates and
Lix)=1 Li(z)=1+1—2
1 1
Lh(r) = 5(z + 1)1 +2) = (1+2)z + §x2
dTL

L,(z) = e‘cw(m"e_l’) n=0,1,..

The set of these functions forms a basis.

4.2.12 Thermal Lensing

The refraction index n.(x) of a laser crystal changes by
a) thermal lensing .
b) internal change of the refraction index caused by deformation
c¢) deformation of the end faces of the laser crystal
a) The refraction index of a laser crystal changes by temperature
e Let Ty be the temperature before heating (refraction index ny).

e Let T be the temperature caused by the pumping process (refraction
index n).

Let ny be the thermal index gradient.
(Example: np =2.2-107%. °C~! for CrtT).
Then,
n(z,y,z) =no +nr(T(x,y, z) — Tp)

The heating of the laser crystal leads to a deformation of the laser crystal.
This deformation can be described in the following way.

Let B C R? be the original domain of the laser crystal.
Let T : B — R3 be the mapping of the laser deformation such that

{T(x)+x|x€B}
is the deformed domain of the laser crystal.

e Heat and
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o deformation

of the crystal lead to a refraction index
n.(z), reB

such that k.(x) = ene(x).
Assume that B DX]O, L[, L length of the laser crystal.

b) The parabolic fit of the refraction index is
e Subdivide |0, L[ in N intervals of meshsize h = £.
e Let Dy, be the discretization grid.

e For every i =0,..., N — 1: Find ng;, ng; such that:

L)~ (0 — Lot + )

C 77h.
ne(z,y (Z+2 5

12(Dy)

e Fach of the parameters ng;, no; lead to a matrix

B COS ;2 neYy; !sin ;2
' NgY; Sin ;2 COS ;2

¢) Additionally, perform a parabolic fit of T'(x,y,0) and T'(x,y, L).

4.3 Beam Propagation Method BPM

The paraxial approximation leads to

—@ - 8 a2 22]{?0 02 (kO —k )\I] =
Let us write this equation as follows:
ov 82\11 82
2iky— = — + — — (k2 — k*)U.

Let 2 = Dx]0, L[, then one can apply

e FE or FD in z, y-direction

36



e Crank-Nicolson in z-direction.

Let W!(x,y) be the approximation of ¥ (z,y, 71), where 7 is the time step.
Then, ¥!(z,y) is defined by the equations:

. \I]l—l—l _ \Ifl 1 62\I]l+1 02\Ifl+1 ) ) 1
27,]{?07 = 5 < 81’2 + ay2 + (k(] - ]{Z )\II +
o ARG o
ko — K*) 0!
8x2 + 8y2 _'_( 0 ) )
Wz, y) = wnital(y 4) (initial condition)

e Additional boundary conditions are needed (see section 5.2).

e Lenses and mirrors can be discretized by a phase shift.

4.4 Iteration Method of Fox and Li

Consider a resonator with a left and right mirror. Let WMl be an initial
condition at the left mirror. By the BPMethod calculate

e the beam configuration at the right mirror and the
e reflected beam configuration Werd .= B(Winitial) at the left mirror.

If yinitial — gend then winitial jg an eigenvector W™ of the BPM operator B.
The iteration method of Fox and Li is a power iteration method for the
eigenvalue problem of the BPM operator B.
This means:

\Ill — \Ijlnltlal’ \I]s—l-l — B(\Iflmtlal’s)
P = lim
§—00

The advantages of the BPM and Fox and Li method are:
e 3D approximation
e more general

e simple method
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The disadvantages of the BPM and Fox and Li method are:

5.1

no or bad convergence due to several eigenvectors with eigenvalues close
to each other.

bad convergence due to round off errors
low accuracy
large computational time

model errors by the paraxial approximation

Finite Element Discretization of Optical Waves
in Solid State Laser Resonators

Weak Formulation of the Helmholtz Equation

Let D C R%! be a bounded open domain with a smooth boundary and

Q = Dx]0,L]

o0 = FMUFR
'y = Dx{0,L}.

Let us assume that there are mirrors at 0 and L and non-reflecting boundary
conditions at I'g. In the Section 5.2, we will show that

u|I‘M = 07

. ou

are suitable boundary conditions for the optical wave in a laser resonator. To
transform the Helmholtz equation in a weak form, we need suitable spaces.

Let
Vi={ve HI(Q)|FM = 0}.
Then,
—Au—ku = f
ulp, = 0,
_ ou
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transforms to:

Problem 1. Findu eV = {ve H'(Q) ’ vlp,, = 0} such that

/ VuVo — k*uv dp — zk/ —v dpu = / fodu for every v € V.
Q
Define the bilinear form

a(u,v) / VuVo — k*uv dyu — / —v du

Then, the week form of the Helmholtz equation is transforms to:

Problem 2. Findu €V = {ve H'(Q) | v[,,, =0} such that

a(u,v) = / fo du for every v € V.
Q

Properties of a(u,v):

a) The local part of a(u,v) is the bilinear form
a'(u,v) = / VuVo — k*uv du
Q

Let k be constant. Then, a!°° is not positive definite, since

>0 ifk; >k
=<¢ =0 ifk =k
<0 ifk <k

aloc(efiklz’ efilﬂz)

b) Let k be constant. Then, the functions ¢~ are contained in the local
kernel of a. This means

ale~™ v) =0 for every v € HL(Q).

c¢) The bilinear form a(u,v) is H!'-coercive. This means that there exist
¢,C' > 0 such that

Re(a(u,u)) + Ollul|2: > cl|lul|3 Yu € H'(Q)
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d) The problem
Find uw € V such that

a(u,v) =0 for every v € V
has the unique solution v = 0, if k£ > 0.

The consequence of property d) is, that we cannot model a laser resonator
by

—Au — k*u 0

u\FM = 0,

, ou
u-zk—i-&—n\FR = 0.

Instead, we have to solve the eigenvalue problem

Problem 3. Findu €V = {ve H'(Q)|;,, =0} and £ € C such that

a(u,v) = 5/ uv dp for every v € V.
Q
d) The problem
Find v € V such that
a(u,v) =0 for every v € V

has the unique solution v = 0, if k£ > 0.

5.2 Boundary Conditions

Let Q@ C R% d = 1,2,3 be an open d-dimensional open bounded domain.

Consider
—Au—Kku=0

The rays exp(ik m - z) are solutions of this equation, where m = 1.
1D Case:
First, let us consider the 1D case d = 1 and © =]0, 1[. Then

exp(ikz) and exp(—ikz)
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are solutions of —2273 — k*u=0.

Let us assume that the reflection of the ray exp(—ikz) at the point 0 is
aexp(ikz).

This means we need a boundary condition at 0 with solution

u(z) = exp(—ikz) + aexp(ikz).

A suitable boundary condition is

dlo_o(1— a)ik+ (1+ )2, —0.

&|z:0

Thus, a pure reflecting boundary condition is
a=—1: ul,_o=0

and a pure non-reflecting boundary condition is

. Ou
a=0: ul,_oik + &L:o = 0.

2D-3D Case:

The 1D boundary conditions can be generalized to the 2D,3D case as follows:
e Reflecting boundary condition:
ul,_g=0
e Non-reflecting boundary condition:

, ou
u|z:01k + %L’:O =0.

The above non-reflecting boundary condition is not optimal, since the ray
exp(ik m - x) satisfies the non-reflecting boundary condition, if and only if
m=n.

To construct a more accurate boundary condition, it is necessary to ex-
tend the computational domain.

Version 1: Absorption boundary condition by an absorption co-
efficient in the scalar Helmhotz equation:
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e Observe that
lim exp(—i(k + i) m-2x) =0,

Tr——00

where o > 0. This leads to the concept:

e Fxtend the PDE outside of the domain.
e Add an adsorbtion coefficient o outside of the domain.

e Put homogenous Dirichlet boundary conditions at a certain
distance for away from the boundary.

In the general 2D,3D case, define the an additional stripe of size s as
follows:

S ={x¢Q|dis(z,00) < s}.
This stripe S is used to extend the domain €2:
QcQ:=QuUS.

Observe that € is connected, if Q is connected.
Now, let us assume that D is the differential operator on €2 with constant
coefficients. Then, define the differential operator

D(u) — (2ia + o®)u
on the stripe S.
Example 3. Consider the differential operator
—u" — ku

Let us assume non-reflecting boundary conditions at 0 and reflecting boundary
conditions at 1. Figure 16 depicts the domain Q = [~S,0] U [0,1] = [-S, 1]
for these boundary conditions.

The ezxact solutions on [0, 1] are

u(r) = exp((+/-)ikz)
The ezxact solution on [—S,0] are:
u(x) = exp((+/-)i(k +ia)x)

One can show that a small parameter o and a large stripe width S leads to a
small reflection of an optical wave at 0.
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-5 0
| | |

extended domain physical domain

Figure 16: Q for Q =]0, 1], no reflection at 0 and reflection at 1.

Version 2: Absorption boundary condition by an absorption co-
efficient in Maxwell equations.

Using the PML (perfect matched boundary layer) method, one can obtain
better absorption boundary conditions.

5.3 Difficulties of a Pure Finite Element Discretization

The coercivity of a guarantees that a corresponding eigenvalue problem can
be discretized by finite elements. But there are several difficulties:

e One difficulty is the large number of discretization grid points which
are needed in case of long resonators. This means that wavelength A
is small in comparison to the resonator length L. Difficulties occur,
if lem = L >> 5\ = 10um. Then, more than 20 % 1000 = 20000 grid
points are needed only in z-direction.

e The second difficulty is that a is not symmetric positive definite and
the resulting linear equation system cannot efficiently be solved by
multigrid or any other standard iterative solver.

e There exist several eigenvectors with eigenvalues close to each other.
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e A very accurate discretization of the non-reflecting boundary condition
is needed.

5.4 Eigenvalue Problem for Long Laser Resonators
5.4.1 Model

Property d) in section 5.1 shows that a simple straight forward model of the
wave in a laser resonator does not lead to PDE with a mathematical solution,
which is not the trivial solution 0. To improve the straight forward model,
we have to derive an appropriate eigenvalue problem. To this end, let us
make the ansatz

E(l’,y,Z) = eXp [_Z(kf _E)Z]ﬂ($7y72)7 (13)
where k; € C is an average value of k(x,y, 2) and € € C and 4(z,y, z) are
unknowns. Furthermore, let us restrict to a one way resonator. This means
we assume periodic boundary conditions in the direction of the traveling
wave.

Let us abbreviate

ks(x,y,2) = ky — k(x,y, 2). (14)

If the variation of k(x,y, 2z) is small, then ks(z,y, z) is small in comparison
to ky. Inserting the ansatz (13) into the Helmholtz equation

~AE—~KE=0 (15)
leads to
— A+ 2i(ky — 5)% + ko (2kp — k)i = e(2k; — €)i. (16)

If the variation of k(z,y, z) is small and ky is an average value of k(z,y, 2),
then ¢ is small in comparison to ky. Therefore, let us model the wave
E(z,y,2) in a resonator by the following equations

—Au + 2ikfg—u + ks(2kf — ks )u = Eu
2

E(x,y,z) = exp[—i(ks—e)z]u(z,y,=2)
2€]€f = 5
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rg

Figure 17: Geometry

5.4.2 Two Wave Eigenvalue Model

Let us assume that ® C R? is a bounded and connected domain with a
piecewise smooth boundary and let

Q= &x]|0, L],
where L > 0. Let us subdivide the boundaries of € by (see Figure (17)
Fo:=®x{0}, Tp:=dx{L}and T, :=00\ (FouUT},).

Reflecting boundary conditions can be modeled by pure Dirichlet boundary
conditions at I'o U Ty,

E =0 (17)
Toul'y,
and a non-reflecting boundary condition by a Robin boundary condition
OF
= _iCqal = 1
97 iCypl " 0, (18)

where 0/01 denotes the derivation in direction of the normalized outer nor-
mal, and C, > 0 can be chosen as C, = kg, see (lhlenburg[13] and the
references cited therein).
For reasons of simplicity, let us additionally assume that we choose ky
such that
exp[jLkys] = 1. (19)

To model the eigenmodes of a cavity, it is necessary to apply a two-wave
ansatz. These are the forward wave E, and the backward wave E; such
that

E=F + E,
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where each of these waves satisfy the Helmholtz equation (15).
Using the ansatz

ET(x7y7Z> = eXp[_j(kf_‘g)Z]aT(x?y?Z)’
Ey(z,y,z) = exp|—j(ky —e)(L —2)]tu(z,y, 2),

leads to the eigenvalue problem

. aur ) 2
—Aur—zﬂygg+wk§—k%w = fw,

where

Er(a?,y,z) - exp[—jkfz]ur(x,y,z),
El(xayVZ) = eXp[_jkf(L—Z)]ul(flf,y,Z),

as in Section 5.4.1.
To satisfy the boundary conditions (17) and (18), we need the boundary
conditions

Up + W = 0, (21)
Toul'p,

ou

L iCyu, = 0, 22
on G| (22)
Ouy .
— —3C = 0. 23
or 0w (23)

Observe that (19) is needed to obtain E,+E; = 0 from u,+u; =0.
Toul', Toul'y,

To obtain a system of equations with enough equations, we additionally
need the boundary condition

ou, Oy

0z 0z

_ (24)

Toul'p,

This boundary condition can be derived by a periodicity argument. To
explain this, let us define the band

B:@ﬂ—LLM%”
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where Py is the relation which glues (=L, z), (L, z) together for every point
x € ®. This means B is a quotient space with respect to Pr. Now, let us
define the mapping

{(ug, u,) € C() x C(Q) | up + 1y =0} — C(B)

Toul'y,
ifx>0

() = u = (fc - { %Zif()_x) if < 0 )

Physically, this mapping transforms a resonator with a forward and a back-
ward wave in a one way resonator. Then, by the model in Section 5.4.1, we
obtain

—Au + 2ikf? + ks(2ks — ks)u = &u on B. (25)
2

The regularity theory of PDE’s shows that u € H?(Q). This implies the
boundary condition (24).

5.5 Weak Formulation

Let us describe the weak formulation of the eigenvalue problem (20) with
boundary conditions (21) and (24). To this end, let us define the space:

H = { () € HYQ) x HYQ) | wn + ]y, = 0, w, + wlr, =0}
and the sesquilinear form
C_i((ura ul)> ('UT’a Ul)) =

— / (VUTV’UT + (k‘]% — EHu, 0, + ijf%vr) - jC’b/ Uy Dy
Q z

T

+/ (VUZVUZ + (k?‘ — k‘2)uﬂ71 — ijf%vl) — ij/ u Uy,
Q

T

where we assume that k € L>®(Q).

Now, the weak form of the eigenvalue problem (20) with boundary con-
ditions (21) and (24) is

Find @ = (u,, ) € H' and ¢ € C such that

—

a(ii,v) = 5/ w oy +wu YU = (v, ) € HY.
Q
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Lemma 3. Let C, = 0. Then, d(u,v) is symmetric.

But @(u, ¥) is not positive definite.

5.6 Discretization by Finite Elements

For reasons of simplicity, let us assume that ¥ =] — R, R[x| — R, R[. Then,
we get
Q=] — R, R[x] — R, R[x]0, L.

Let us discretize this domain by a grid of meshsize h, = h, in x- and y-
direction and by a grid of meshsize h, in z-direction. To this end, assume
R/h, =N, €Nand L/h, =: N, € N.

Qp = {(ihy, jhy,kh,) | i,j = =Ny, ..., Ny and k =0, ..., N, },

where we set h = (hy, hy, h,). Furthermore, we obtain the following set of
cells

7= { [iha, (i + D)y x [ihy, (i + 1)hy] X [ihs, (i + 1)h]]
i,j=-Ny..,N,—1 and k=—N., .,N, —1}

Let us define the space of trilinear finite elements by

Vi = {u € C(Q) ) VT € 7: ey, 9,03 04,05, ¢6,07,08 € C
w(x,y, 2)|r = c1 + car + 3y + caz +
CsTY + CeYz + Crxy + csxyz}
Lemma 4. For every U = (Uy)peq, exists one and only one function u € Vj,

such that
u(p) =U, Vp e Q.

Let us define the finite element space
Vi, = {(uh,r,uw) eV, xV, Up,r + uh,l|F0 =0, up, + uh,l|rL = 0} c H!

Let us first consider the problem:
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Let f'= (f;, fi) € L*(),
Then, find @ = (u,,w;) € H' such that

a(u, o) :/ Lo+ for V= (v, v) € H.
Q

An unstable FE-discretization is:
Find ), € V}, such that

(i, Uy) = / fod Vo, €V,
Q

To explain this instability, let us restrict to the 1D-case and let us consider
the limit k£ — oo. This leads to the bilinear form

L
a;(u, v) :/ Qj?v dz
0 2

The discretization stencil of this bilinear form has the form
c(—=1 0 1).

This implies that there is no coupling between the odd and even grid points.
In case of a convection diffusion problem this leads to oscillations. In our
applications, no observations were observed.

The problem of the above stencil is that the resulting equation system is
not diagonal dominant and that there is even no value in the diagonal. Thus,
it is difficult to solve the resulting equation system by an iterative solver.

Another problem is that the bilinear form @ is not positive definite. Thus,
the standard finite element theory cannot be applied. Let us recall this
theory:

Theorem 2. Let a be a continuous symmetric positive definite sesquilinear
form on a Hilbert space V', V}, a closed subspace and f € V'. Furthermore,
let weV and u;, €V}, such that

a(u,v) = f(v) YweV
a(uh,vh) = f('Uh) V'UhEVh

Then,
_ < inf _
o unlls < inf = vl

where ||.||g is the norm corresponding to a.
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Theorem 3. Let a be a continuous positive definite sesquilinear form on a
Hilbert space V', V}, a closed subspace of V' and f € V'. Furthermore, let us
assume that a is V -elliptic. This means that there is a constant o > 0 such
that

la(u,u)| > af|ul|* Yu e V.

The continuity of a implies that there is a constant C' such that
a(u,v) < C|lulll|v|| Yu,v e V.
Furthermore, let w € V and u, € Vj, such that
a(u,v) = f(v) Yo eV, a(up,vp) = f(ug) Yo, € V.

Then,

c .
lu —upl] < — inf flu—wv.
o v EVY
Proof. For all v € Vj,:

allu —up|| < la(u — up,u—up)|

(
la(u — up, u—v) + alu — up, v — up)|
(

la(u — up, u —v)|

IA

Cllu = upl| [Ju =
Therefore,
lu = up|| < inf flu— vl
veEV)
U

To obtain a stable discretization, we apply the streamline diffusion con-
cept. To this end, let us consider the resonator equation extended to a band
(see equation 25) with right hand side f. This is

0
—Au+ zz'k;fa—“ +Ey(2k —k)u=f  onB. (26)
2z
Let us extend the subdivision 7 of 2 to a subdivision 75 of B by using the
same meshsize. Furthermore, let V}, g be the corresponding finite element

space of trilinear functions.
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Now, we can multiply equation (26) by v + hpa%vh, where vy, € V), is a
test function and p is a constant. Then, we obtain

_ 0 _ o0u,_ 0 _
/T —Au(oy, + hpgvh) + 2@!{7&(% + hpa—vh)+
ks(2ks — ks)u(op, + h,o—vh / f (o + hp—vh) d

for every T € 75. A summation for every T' € 75 leads to:

Z/ —hpAuNVv,d — Cb/ uv, +

TeTp
0

_ L Ou
+ /B VuVo, + 2@!{75(% + hpg

0 0
]{33(2]{7]6 — ]{ZS)U(’(_J}L + hpgﬁh) d = /Tf(’(_Jh + hpg’ﬁh) d

@h) +

Observe that Aup, = 0 on T for w, € V) 5. Now, the streamline-diffusion
discretization replaces u by uj, € Vj 51 Discretization: Find u, € Vg such
that

—Cb/ upvy  +
oB

0 0
+/ Vu,Vuy, + Qik‘fﬂ(@h + h,o—vh) +
B 82 8

0 0
]{?S(2k‘f — l{:s)uh(@h + hp&@h) d = /Tf(’Uh + hpa—vh) d

Vvh € Vh,B-
The term

0
hp/l;k‘s(2k’f — ks)uhaﬁh d

is very small in this bilinear form. Thus, we can omit this term.
The above discretization on B leads to the following discretization on €2
An stable FE-discretization is:
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Find 4}, € Vh such that

8uh,r 8\_"h,r
0z 0z

81111’1 8\711,1

+ h 2ik
P /Q 0z Oz
= / fnd
Q
0 _ 0 _ L=
+ hp frm=hr d— | fiz=0pyd] VU, €V,
Q 82 Q 82’
We call this discretization streamline-diffusion discretization. However,
there are no streamlines. In case of a convection-diffusion equation, this

discretization converges with O(h?).
The sesquilinear form of the streamline-diffusion discretization is

dliin, %) + hp / 2iks
Q

an(tp, vp) = a(tp, o)

.. Oupy OVp, / .. Oup) OVp)
h 2ik ’ ~d-+h 2ik ’ ~d
o p/ﬂlfaz 0z +p91fﬁz 0z

Lemma 5. For every v, € V, the following inequality holds:

2

a—)
(G 30| > g | 5

=/ — —

an(tp, vp) = d(tp, )

.. Oupy OVpy / .. Oup) OVp)
h 2ik ’ ~d+h 2ik d ~d
* 'O/Qlfaz 0z +pglfﬁz 0z

Lemma 6. Let @ € H' such that:

ah(a;;,a)z/fad Vi e H.
Q

?

Then,
O

022




Since aj, satisfies the Garding inequality, one can prove the following
convergence theorem:

Theorem 4. Assume f = (f,, f) € L2(Q)2. Let @ = (u,,w;) € H* such that

—

a(u,v) = / fror + fiv Vi = (v, 1) € H.
Q
and Uy, = (Upp,upp) € Vi, such that

C_I"h(ﬁhagh) = / fr'U_r“‘ flv_l \v/'l_fh = ('UT»,UJ) eV,
Q

Then, iy converges to .

Instead of
an(ty, vp) = daltp,vy)
+ hp /Q 2ikfag;‘vr 8;;,r d+ hp /Q 2ikfa(‘9‘;‘v‘ a;;‘v‘ d
one can define
an(tp, Uy) = a(up, o)
~ hp /Q 2ikf8‘8“zl’r 82? d—hp /ﬂ 2ikf8;;‘" a;’;" d

Then, the meaning of uy, and w;; changes and the meaning of ¢ and —t in
the ansatz
E(z,y, z,t) = exp(iwt) E(z, y, 2).

In 1D the sesquilinear form

! ouy, Ouy, Ovy,

leads to the stencil
1 1
ik:f§ (-1 0 1) —l—z'kfﬁph(—l 2 —1)=iks(—1 1 0)

for p = % This is the FD upwind discretization. An exact solver for the
resulting equation system is a Gauss-Seidel relaxation from left to right.
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5.7 Iterative Solver

Hackbusch’s rule: Consider a singular perturbed problem with pa-
rameter € — €. Then, construct an iterative solver such that this
solver is an exact solver for €y (usually €y = 0).

Transform
. Ou
—Au + 2@k‘f& + ks(2ks — ks)u = &u
to

0

—eAu + Qia—u + eks(2ks — ks)u = efu
z

where € = é Then, in 1D, the streamline diffusion discretization stencil for

e—01is

i(~1 1 0)

An exact solver for the corresponding equation system with suitable bound-
ary conditions is a relaxation from left to right. Thus, we used a relaxation
from left to right as a preconditioner for GMRES.

The simplest way to solve the eigenvalue problem is to apply an inverse
iteration with shift.

Figure 18: Gauss-Mode by FE
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Figure 19: Gauss-Mode by FE

5.8 Modeling of Mirrors, Lenses and Interfaces

Let us assume that there is a lense or an interface at the point [y with
0 < lp < L. Furthermore, let us assume a one-way resonator. Then, let us
write

Q, =V x [0,[0]CB and Q=W x [lo,L] CB.\I/[:\I]X{Z()}.

Then, the ansatz
E(x,y,z) = exp [—iksz] u(x,y, 2)
is not appropriate. Instead, we use the ansatz

exp [—ikyq2) u(z,y, z) for z <l
exp [—ikspz] u(z,y, z) for z > lo.

Y

B9 = utr2) |

where k¢, is an average value of ks in €2, and k¢, is an average value of ky
in €2,. Let us define the following general bilinear form

az(u,v) := /HVuVE + 22’/{;5%17 + ky(2ks — kg)uv d

and the bilinear form

a(u,v) = aq, (u,v) + ag, (u,v).
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From the results in sections 4.2.4 to 4.2.7, we know the phase shift in certain
apparatuses. Let us assume that this phase shift is ¢(z,y). Then, let us
define the space

Hap = {u = Lz(B) } ulq, € Hl(Qa), ulg, € Hl(Qb) and  uly, 0, ¢ = u|q,1,gb}.

Here uly, o, means the restriction of u on ¥; as a function in H(,), ¢ = a, b.
Now, let us model the wave in the above one way resonator by the following
eigenvalue problem Find u € H,;, such that

a(u,v) = /uz‘; d Yv e Hg.
B

5.9 Gain and Absorption

To simulate gain and absorption in the Helmholtz equation
—Au—k*u=0
we need the susceptibility &, of the medium. According [1] page 267, we get
k2 = wpe(l + £y — jo/ (we)).
Similar to page 270 in [1], we apply suitable simplifications to obtain
k? = we + j2w/jiea.

If w, /€ is large in comparison to «, then we get

k? ~ (w\/ﬁjtja)z

Here « is the size of the amplification or gain.
To understand this in more detail, let us consider the 1-dimensional

Helmholtz equation
—Au— k*u=0.

one eigen-solution of this equation is
u(z) = exp (—ikz)

Thus, we get
u(2)|* = exp(2az)
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and

E(z,t) = exp(iwt)-exp(—iw\/pez + az)
= exp(iw(t — \/p€z) + az).

This shows that u is a wave with
e decreasing amplitude in z direction if a < 0 and
e increasing amplitude in z direction if a > 0 .

Let us write as a gain part and an absorption part
Q& = lgain — Qabsorption

Qtabsorption 15 Mainly a material parameter.
To derive an equation for the gain part, consider the equations (5), (4)
and (2)

KN = 20ginc

on n
- _ N _ "
BT noc - + S5
dn(t)
i KN -n(t)

By these equations, we get K = oc and

Qgain = oN—=

2
Thus, we get

k’z = w2,u€ + jw\/ﬂf(UN - 204a,bsorption)

1
= Wl e + jw/pe(oN — ?)

C

5.10 Time-Dependent Behavior

Using the ansatz

E(z,y,2,t) = exp(iwt)(E,(z,y, 2, 1) + Ei(2,y, 2,1))
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we obtain

82ur . 8U7« . 8U7« 2 2
e + ipew ol Au, — 2jky 5, (k5 — k7)u,,
Pu; . Oy Oy 2 52
,uew—l—wewg = AUl“—Q‘]k‘fa — (k7 — k),

N N + Nige(y — 1
8_ = —vyNnoc— + Ny 1) + R, (Nt — N)
ot Tf

1
kK = w?ue+ jw/ue(cN — T—)
€
= —|E?

n= gl Pl

E* = [ul* + |wl”.

5.11 Weak Formulation for the Maxwell Equation

The time-periodic vector Helmholtz equation is
VxVxE-—kKE-="f.
The bilinear form of the weak formulation is positive definite:

a(E, W) :/VXE-VX W+ R2EW d(z,y, 2)
0

Let us apply the ansatz
€_ikzﬁ

E
W = e g
Then, we obtain

ale” ™, e7 ) = / Vxi-Vxv+ (k- k?)uzﬂz
0

, Ou, Ouy\ _ _
—iks2 ( oy a—;) v, + (K — kf)u,0,

, Oou, Oug\ _ 9 oy
—ik 2 ( 5 B ) Uy + (k™ — k})ug0, d(,y, 2)
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6 Finite Element Discretization of Optical Waves
in Semiconductor Laser Resonators

6.1 Construction of Semiconductor Lasers

Semiconductors have different physical properties than solid materials. One
of them is that the energy bands in semiconductors are not discrete but a
band. To select certain frequencies, most diode lasers use gratings or dis-
tributed Bragg reflectors (DBR). A VCSEL (Vertical Cavity Surface Emit-
ting Laser) is depicted in Figure 20 and a DFB laser (Distributed Feedback
Laser) in Figure 21.

L
Infineon

light output

oxide aperture p—contact

o top DBR
passivation

active layer

current flow bottom DBR

n-contact —— substrate

VI FO OP

2001 Page

Figure 20: VCSEL (Vertical Cavity Surface Emitting Laser)

6.2 Transfer Matrix Method

To obtain a gain of light for a certain frequency several different construc-
tions are used. The main concept is to use layers of materials with different
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injection current

contact

e / X
4

active layer

substrate

Figure 21: VCSEL (Distributed Feedback Laser)

refraction indices. These layers of different materials form the resonators.
Let us assume that the resonator has the form

Q=¥ x|0,L]

and that 0 = [y < [; < ... < l; = L Furthermore, let us assume that the
resonator has the refraction index n; (k;) in the layer ¥ x [l;_1,[;].  Since
the layers are very thin, it is important to take into account reflection at the
interfaces of the different materials. To understand this in more detail let us
consider the 1D case. Assume that

—E" - k’E =0.
Let us assume the k is constant in the interior of [l;_,[;]. Then,

E(Z) = Ci,r exp(—iki(z — li—l)) + Ci,l exp(iki(z — li—l)) fOl" z € [li—la ll]

By the regularity of differential equations, we obtain E € C'([0, L]). This
leads to the following equations at the interfaces (see Figure 22):
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Cigexp(—ik;(l; — l;1)) + cipexp(iki(li — lic1)) = ciyrr + i1y
—Cirexp(—ik;(l; — liz1)) + cipexp(iki(l; — liz1)) ) kiv1)ki = (—Cip1r + Cit10)-

Let us abbreviate h; = [; — [;_1. Then, we get

1 1 exp(—zklhl) 0 Ci,r
—k;i ki 0 exp(ikih;) Cil
= (e ) ()

—kit1 ki Cit1,l

g
Cit1,r — M. Cir
Cit1, ! Cil
1 1\
Mi ==
( _ki—i-l k‘i+1 )

ki ks 0 exp(ik;h;)
M = ( kivri + ki Kig1 — ks ) 1 ( exp(—ik;h;) 0 ) ]

Fiv1 — ki ki1 + K 2k;i1 0 exp(ik;h;)
Ci,r Cit1,r
n; i1
Cil Ci+1,l
h;

Figure 22: Transmission of two waves from one layer to another layer

In general one can describe the behavior by a scattering matrix S and a

transmission matrix 7'
Cor -9 Cir
C1, Cal

C1,r —T Cor
C1,1 Ca1
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Cir Cor

—_— _—
black box
C1, Ca
_ _

Figure 23: Black box

Example 4. Let us study 101 layers with refraction index ng,ny,ng, ..., Ng,
N =16-1075, kg = i—’g, and w = \/%no, where /€ofig = % and nyg = 3.277.
Let us choose co; = 1, ¢1, = 0. Then, c1; shows the behavior of the con-

struction. Figure 24 and Figure 25 depict c1; with respect to w.

A high reflectivity is obtained for w = wy, 3wy, dw, ....

o
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx

Figure 24: Reflection be- Figure 25: Reflection be-
havior for n; = 3.275. havior for n, = 3.220.

6.3 FE-Discretization for Long Resonators

The two-wave ansatz for solid state laser is not appropriate for semi-conductor
lasers, since it does not take into account the reflection property of the
medium. Therefore, we construct suitable basis functions, which factor out
the high frequency part of the optical wave. Let €2, be a grid of meshsize
h for the domain {2 = [0, L]. Furthermore, let v, be the nodal basis function
with respect to linear elements. Then, define
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—ikz

v, = e "y,
o e u,(z)  for z < pand
P e~ *=p,(z) for z > p.

Observe that

e~*zy () for z < p and
'Ul—f—UT—Um: . p( ) >p
p-"p P e*uy(z)  for z > p.

Thus, we do not need 4 local basis functions. Now, let us define the FE
space
Vel = span{vé,v;,vl’f | p €}

This FE space leads to the results as the transfer matrix method. But these
basis functions can be extended to 2D and 3D.

Furthermore, the time-dependent scalar Helmholtz equation can be dis-
cretized as follows. Let us recall the scalar Helmholtz equation (7):

B 92 /.
—AFE = —Heos (E) .
The ansatz .
E(z,y,2,t) = exp(iwt)E(z,y, z,t)
leads to PE o
Heo + iuewa = AE + pew’E.

Since w? is large in comparison to ue, we apply the following model:

oF
jnew—— = AE + k*E.
TUEW 5 +

Crank-Nicolson discretization of this equation leads to

BB 1
ipew———— = o (AE* + K E* + AEV + BB,
T

Let us analyze this equation by Fourier analysis in 2D. Then, for E* =
a’®sin(l,x) sin(l,y), we obtain
i,uewf = (G+E+E)+a G+ +E)).
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This leads to

1 - LLEW
as—l—l — §(l§3 + ll2/ + k2) + Z“Tas
TR+ k2) — ik

This equation implies

o] = |a”|
if k € R. This means a real k does not lead to a gain or an absorption. An
explicit or implicit Euler discretization does not have this property.

7 Multi-Mode-Analysis

8 Numerical Approximation

Let us assume that 2 = Qyp x [0, L] is the domain of a laser resonator, where
L is the length of the resonator.

Here, let us assume that Fi, ..., F; are eigenmodes obtained by a Gauss
mode analysis or another method. Thus, F; : 2 — C are functions, which
we normalize as follows

/ |Ez|2 d(l’,y,Z) =L
Q

Model Assumption 1 The electrical field E of the total optical wave is
approximated by M eigenmodes:

M

E(t,z,y,z) = Z & E (2, y, 2),

1=1

where & @ [tg,00[— R is the time-dependent coefficient of the i-th mode.
Then, the photon density of the mode &;(t)F;(x,y, ) is

€

()| Ei(z,y, 2))?,
2o (t)|Ei(x,y, 2)]

(t)Ez(x7 Y, Z)P =

€
ni(t,z,y,2) = Tm\fi

where we abbreviate
Ei(t) = &)

w; is the frequency of the i-th mode.
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Model Assumption 2 The modes are incoherent modes. Here, this means
that the total photon density n(¢,x,y, z) can be written as

n(t,x,y, 2) Z (t,x,y,2). (27)

=1

Model Assumption 3 The local photon densities n;(¢, x, y, z) and the pop-
ulation inversion density N (t,z,y, z) satisfy the rate equations:

887;@ = NniO'C—:_L—Ci—FS, izlu'wM? (28)

ON N + Nyt (v — 1

E = —’)/N'NIO'C— + tTt(’y ) +Rpump(Nt0t - N) (29)
f

Observe that these rate equations depend on the spatial coordinate (z, y, 2)
and the time coordinate t. ¢ is the stimulated emission cross section and ¢
the speed of light. 7. and 7 are decay rates. Ny is the concentration of ions
per unit volume which are responsible for the laser activity. Rpump(z,y, 2) is
the pumping rate per unit time per atom at position (z,v, z). 0,7, 7r, and
Nioy are constants. But Rpump : £ — R is a function which describes the
pump configuration and the pumping power.

By these model assumptions, we can derive a system of ordinary differ-
ential equations, which we can solve numerically. To this end, we insert (27)
in (28) and integrate over 2

= : Qhwl .
8 = /N|E| l’y, ) Sd(l’,y,Z), 2217">M'
€ Ja
(30)
Furthermore, we put (27),(27) in (29):

ON

M
€ N+Nt0t(’}/—1)
— = —4N 0 EZ‘2—
ot 7 UC;%M |Ei

Tf

+ Rpump (Niot —N). (31)

(30) and (31) form a solvable system of ordinary differential equations, which
describes the time-dependent behavior of M modes. This behavior is mainly
influenced by the pump configuration Rpump-

The solution (Z;(t))i=1,..m, N(t,z,y, z) can tend to a stationary solution
(22°)iz1,...m, N°(z, y, z), which corresponds to the optical wave of a cw-laser.

=1
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This stationary solution satisfies the equations

0 = E;’O/NO"\EZ-P d(x,y,z) oc — —— + /Sd(x,y,z), 1=1,.., M,
Q Te € Ja
M N> 4 Nige(y — 1)
0 = —yN%0c) ——EX|E|* - oth L
Taoe — 2hw; 2 Ty +

Rpump(Ntot - NOO)

Motivations for model assumption 2.
Equation (27) is the only crucial point in our model. Therefore, let us
present two arguments which motivate assumption 2.

1. Assume that the eigenmodes F; are orthogonal in the sense

/ EZEj d(l‘, Yy, Z) = 52]
Q

This orthogonality property holds for the Hermite-Gaussian modes[?].
Then, (?77) leads to

M
/n(t7x7y7z) d(ajuyaz) = Z/ ni(tuxvywz) d(ajuyaz)7
Q i=1 Y

where

€
n(t,x,y, z) = %|E(t,:c,y,z)\2

and w is an average value of w;. This means that (27) in assumption 2
holds in a certain mean value.

2. Assume that the frequencies w; are different to each other and that
each mode can be represented as

& Ei(x,y,2) = 2 A () By, y, 2),

where the amplitude A;(t) consists of small variations. For reasons of
simplicity, let us assume that M = 2. This means

E(tv x,Y, Z) = ejW1tA1 (t>E1(x7 Y, Z) + eju)QtA2(t>E2(x7 Y, Z)‘
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Now, let us choose At = 27/ (w; — wy).

Since A;(t) consists of small variations, we obtain

t+At
/ §(T)Er(x,y, 2) &o(T)Ey(2,y, 2) dT =

t+At
~ / G g A\(1)E (2,9, 2) DD Es (T, 5.7) = 0.
t

Furthermore, we get

t+At t+AL
/ () B, ) dr = / AT B, g, o) dr = |A(t) Ex(z, y, =) At.
t t

The last two equations imply
1 [teAt 1 [trA

Kt t At t

~ |A1(t)E1(.§L” Y, Z)‘2 + |A2(t)E2(.§L” Y, Z)P‘
This motivates equation (27) of assumption 2.

Obviously, (27) will not hold, if the computed eigenmodes FE; are no phys-
ical eigenmodes of the laser. This means F; are no solutions of Maxwell or
Helmholtz equation. Therefore, in the following we assume that the eigen-
modes F; are chosen such that (27) leads to an adequate physical model.

9 Numerical Approximation

Our aim is to solve (30) and (31) numerically. For reasons of simplicity, let
us assume that
Q=[-R,R)* x [0, L]

is a cuboid.  Now, observe that (30) is a system of ordinary differential
equations, which does not depend on a spatial coordinate. But (31) is an or-
dinary differential equation, which depends on the spatial coordinate (z,y, 2).
Therefore we discretize (31) by a finite volume discretization.  Let Qj,, 5,
be the discretization mesh

2 2 2

o1 o1 1 .
thy,hz = {((Z — _)hmya (j - _>hmy7 (]{7 — —)hz) ‘ Z’j = _Mmy —|— 1, ceey Mmy; ]{} = 1,
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where h,, = Mizy, h, = M , and M,,, M, € N. To every grid point p =

(z,y,2) € Qp,, n. corresponds a discretization cell
cp = :)s——y,z+—y[x}y——y,y+—y[x}z—?,z+?[.
Observe that

Using a finite volume discretization, we approximate N (¢, z,y, 2), (z,y,2) €
cp, by the constant value N,(t) for every point p € Qp,, .. Then, the finite
volume discretization of (30) and (31) leads to

85, —_ Ez
&% = o > B2he NE(p))* ] oc— =+
PEQnyy by
2hw;
/ S d(x,y, z), i=1,..,M,
€ Ja
ON, T N, + Niot(y = 1)
— _N =B (p)]? 2 o
Rpump(p)(Ntot - Np)7 p E thy,hz'
(32) and (32) form a system of M + [Qp,, 5.
equations.

For the time discretization of these equations, we need a stable discretiza-
tion. A simple but very stable solver is the explicit/implicit Euler discretiza-
tion. To explain this discretization, let 7 be the time step. Observe that the
equations (32) and (32) have the form

ou
— = AtHu+ f,
where f > 0. Furthermore, there is an initial condition wu(tg) = ug > 0. Let
us denote 4(t;) as an approximation of u(t;), where t; = j7 +t;. Depending
on the sign of A a stable discretization is either the explicit or the implicit
Euler discretization:

Wtjpa) = alty) +TAEG)alt) + f), i AEG) >0,
alti) = (a(t )+Tf)(1—ﬂ( )7 AEAR) <0
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This discretization guarantees that @(¢;) > 0 holds independent of j. Appli-
cation of this discretization to (32) and (32) leads to approximations =;(t;)
and Np(tj) for j=0,1,....

For reducing the computational time one can apply a stepsize control and
suitable high order methods|?].

The finite volume discretization can also be used to calculate an approx-

imation of the stationary equations (32) and (32). To this end, set 2 =0 in
(32) and (32).

10 Finite Difference Time Domain Method
(FDTD) for Maxwell’s Equations

10.1 Introduction Maxwell’s Equations

The Finite Difference Time Domain Method (FDTD) is an explicit method
for the discretization of Maxwell’s equations. Therefore, this method is used
for the simulation of optical waves.

The solution of Maxwell’s equations in 3D is

e E: the electrical field and
e H: the magnetic field.
Given are
e ,i: magnetic permeability,
e ¢: electric permittivity,
o M: equivalent magnetic current density,

e J: electric current density.

Maxwell’s equations are:

—

oOH 1

o _ g E-li
ot It It
OF 1 L1
— = -VxH--
ot € €



10.2 Finite Difference Time Domain Discretization (FDTD)

Let 7 be a time step.
Time approximation:

e E|™2: approximation at time point (n -+ O

o H |": approximation at time point nr.

Furthermore, let us use the following abbreviation:
At = (A ),

1/ ,
B = 5 (B + B,

Let h be a mesh size.
Space approximation:

n+s . . .
m|i,j—f%,k+%: at point (ih, (j + 2)h, (k + 3)h) (yz-face) .

n+i . . .
y‘i+;j,k+%: at point ((i + 3)h, jh, (k + 3)h) (xz-face).

n+i . . .
Z|i+§,j+%7k: at point ((i + 3)h, (j + 3)h, kh) (xy-face).

H,| . at point ((¢i + 3)h, jh, kh) (x-edge).

?—i-%,j,k’
o Hy|:'fj+%,k: at point (ih, (j + 1)h, kh).

H, Zj’H%: at point (ih, jh, (k + %)h)
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y

Now, the Maxwell equation

OB, _ 1 (0H. oH,
ot e\ Oy 0z *

is discretized as follows:

1 1
n+3 n—s

x'i,j+%,k+% B Ex'i,j+%7k+%

-
n o n n _ n
1 <H2|z’,j+1,k+; Hz|i,j,k+% Hy|i,j+%,k+1 Hy|i,j+%,k

h h

€i g+ k+d

n
_Jx|i,j+%,k+%>

The other Maxwell’s equations are discretized analogously.

This discretization can be written in the following short notation:
Let 0! the symmetric difference operator applied to the time coordinate:

t+7/2)—Q(t—71/2)

T

g =<

Furthermore, let Vj x the discrete curl operator on a staggered grid. Then
the FDTD discretization can be described as follows:

— 1 — 1 -
0iHh7T = —;Vh X By — th,T at time points n + %,
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8&Eh77 = gvh x Hp, — ;thT at time points n.

Here, ﬁh; and Eh,T are the vectors on a staggered grid.
Discretization of Losses and Boundary Conditions

J has to be composed as follows:

J = Jsource + O'E,
where o is the electric conductivity.
FE is approximated by

— ]_ — —
E" =5 (Bt + B11).

Reflecting boundary conditions can be modeled by pure Dirichlet bound-
ary conditions.

Non-reflecting boundary conditions can be discretized by the Perfect
Matched Layer (PML) method. These are not Neumann boundary condi-
tions!

10.3 Stability of FDTD

The Finite Difference Time Domain Method (FDTD) is an explicit method
for the discretization of Maxwell’s equations. Therefore, this method is used
for the simulation of optical waves.

Let us consider the FDTD discretization in the short form for fh,T =0

and]\th:Oand,u:lande:l:

8iﬁh77 = -V, X thj at time points n + %,
8iﬁh77 = VX FI;M at time points n.

Now, the abbreviation
Vh,ﬂ' = Hh,T + th,T
leads to

671";277' = ]Vh X Vh,r

Observe, that éh; is a vector defined at all edges and faces of each cell and
which is defined at all time points t%n, where n € N. To this end set H}, ; and
E;M to be zero at all points, where these vectors originally are not defined.
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Definition 2. The FDTD method is stable, if the solution ﬁhmﬁhﬁ 18
bounded for t — oo.

To analyze the stability of the FDTD method, we analyze the stability
of Let us analyze

871_‘7;%7— = th X Vhﬂ"

To this end, it is enough to analyze the behavior of the solutions with periodic
initial condition:

vh,T(O, ZT,Y, Z) = %ej(—kzx—kyy_kzz)' (32)
The FDTD method is stable, if VhJ has the form
‘_/‘hﬂ'(t, $, y, Z) — %ej(wt—kzx_kyy_kzz)

for every edge point, face point, and every time step t%n. Observe, that a
Fourier decomposition with periodic functions as in the ansatz (32) spans the
whole space of possible initial conditions, since every unknown of the vectors
H hr and E;M is located at a different spatial point.

The abbreviation Vy = (V,, V,, V2)7 leads to

Ca 6hx:c ‘/I
VhXVhﬂ— = det €y 5}Ly,y Vy eJ(Wt—kzm—kyy_kzz)
€: 5%,:, V.
€x Sln(kzzhl‘) V.,
. kyh o
= det €y hism( y2y) Vy oJ (Wi—kaz—kyy—k.2)
Y
1 k. h
e, h—zsm( 222) V,
Vi
= —jo; Vy oJ (Wt—kaz—kyy—k:2)
V.
1 wT Va .
= —j—sin(—) Vy o) Wi—ker—kyy—k:2)
T 2 v
4
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The above equation system has a unique solution if and only if

jl sin(%) h% sin(kzhz) —h—ly sm(kyzhy)
0 = det L gin(kzhe) jisin(¥F) —h—lz sin (felte )
—Fsmﬁgn +iLsin(kele)  jlsin(r)

1 ke \° (1 khy N\ (1 . kb,
— ((h— sin( 5 )) + (h— sin( y2 y)) + <h_ sin( 5
T Y z
1 . wr 2\ 1 . WT
- (? Sm(?’) )J;S”“(?)
. This is equivalent to the stability equation:
2 2 2
<hix sin(kx:x)> + (hiy Sin(ky:y)> + <hiz sin(kz2hz)> — <% sin(—

The stability equation has a solution w for every kg, ky, k., if

A renormalization of this stability condition shows

/1 1 1\
T<C h2+ﬁ+h2 .

where c is the velocity of the wave.
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